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Abstract—Cache memories employ two main policies namely write-
through and write back. The write- through policy is much more 
energy efficient than write-back. However write-through policy also 
incurs large energy overhead. Considering the energy efficiency 
comparison of the various way-tagged cache architectures is made 
here which employs D-FF, ETL, GDI technique as well as D-latch as 
the datum storage elements. 

1. CACHE MEMORY INTRODUCTION 

In computer science, Cache is small high speed memory 
usually Static RAM (SRAM) that contains the most recently 
accessed data of main memory. Now the question arises, why 
is this high speed memory necessary or beneficial? The basic 
purpose of cache memory is to store program instructions that 
are repeatedly used by software during operation. 
Fast access to these instructions increases the overall speed of 
the software program[1]. As the microprocessor processes 
data, it first refers the cache memory; if it finds the 
instructions within the cache, it does not have to do a more 
time-consuming reading of data from larger memory i.e main 
memory or other data storage devices. An entry can be found 
with a tag matching that of the desired datum, the datum in the 
entry is used instead. This situation is known as a cache hit. 
So, for example, a web browser program might check its local 
cache on disk to see if it has a local copy of the contents of a 
web page at a particular URL. In this example, the URL is the 
tag. During a cache miss, the Central Processing Unit (CPU) 
usually ejects some other entry in order to make room for the 
previously un-cached datum. The heuristic used to select the 
entry to eject is known is the replacement policy. One popular 
replacement policy, "least recently used", replaces the least 
recently used entry. More efficient caches compute use 
frequency against the size of the stored contents, as well as the 
latencies and throughputs for both the cache and the backing 
store. This works well for larger amounts of data, longer 
latencies and slower throughputs, such as experienced with a 
hard drive and the Internet, but is not efficient for use with a 
CPU cache[6]. New cache architecture, referred to as way-

tagged cache, can be implemented so as to improve the energy 
efficiency of write-through cache systems with minimal area 
overhead and no performance degradation. Consider a two- 
level cache hierarchy, where the L1 data cache is write-
through and the L2 cache is inclusive for high performance. It 
is observed that all the data residing in the L1 cache will have 
copies in the L2 cache. In addition, the locations of these 
copies in the L2 cache will not change until they are expelled 
from the L2 cache. Thus, it is possible to attach a tag to each 
way in the L2 cache and send this tag information to the L1 
cache when the data is loaded to the L1 cache. By doing so, 
for all the data in the L1 cache, it is possible to know exactly 
the locations of their copies in the L2 cache. During the 
subsequent accesses when there is a write hit in the L1 cache, 
the L2 cache can be accessed in an equivalent direct-mapping 
manner because the way tag of the data copy in the L2 cache 
is available. As this operation accounts for the majority of L2 
cache accesses in most applications, the energy consumption 
of L2 cache can be reduced significantly. In Section 2, a 
glance has been put at the architecture. In Section 3, detailed 
VLSI architecture of the way-tagged cache is presented. In 
Section 4 effectiveness of the proposed technique is presented. 
Simulation results are given in Section 5. 

2. ARCHITECTURE  

A way-tagged cache that exploits the way information in L2 
cache to improve energy efficiency is an important technique 
in association with data consistency and cache energy 
consideration. A conventional set-associative cache system is 
considered, when the L1 data cache loads/writes data 
from/into the L2 cache, all ways in the L2 cache are activated 
simultaneously for performance consideration at the cost of 
energy overhead. Fig. 1 and 2 illustrates the architecture of the 
two-level cache[5]. Under the write-through policy, the L2 
cache always maintains the most recent copy of the data. 
Thus, whenever a data is updated in the L1 cache, the L2 
cache is updated with the same data as well. This results in an 
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with less performance degradation as such. This reduction is 
shown in Fig. 9. as such. 

 

Fig. 9: Power comparisons 

6. CONCLUSION  

The Way-Tagged L2 Cache architecture presents a new 
energy-efficient cache technique for high-performance 
microprocessors employing the write-through policy. The 
proposed technique attaches a tag to each way in the L2 cache. 
This way tag is sent to the way-tag arrays in the L1 cache 
when the data is loaded from the L2 cache to the L1 cache. 

Utilizing the way tags stored in the way-tag arrays, the L2 
cache can be accessed as a direct-mapping cache during the 
subsequent write hits, thereby reducing cache energy 
consumption. Simulation results demonstrate significantly 
reduction in cache energy consumption with minimal area 
overhead and no performance degradation. 
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